HOMOTOPY TYPE THEORY WITH AN INTERVAL TYPE

VALERY ISAEV

1. INTRODUCTION

We define a version of homotopy type theory based on a notion of the interval
type. We give a simple formulation of the univalence axiom and describe a few
extenisons of the system.

The first extension is called data types with conditions. Data types with con-
ditions generalize ordinary data types, allowing us to define not only coproducts
of types, but also pushouts of certain functions (which we can call cofibrations).
Using data types with condtions, we will show how to define higher inductive types
which have a simple description of elimination principles.

The second extension is called records with conditions and it is dual to the first
one. Using this extensions, we can define path types for which the usual elimination
principle J holds.

2. SYNTAX

In this section, we will describe the inference rules of the basic system, which
has II-types and path types. We denote by < the computational equality, which
is a reflexive, symmetric, and transitive closure of a union of <, and =, which is
a union of =4 and =,. Inference and reduction rules are defined in table 1.

The main ingridient of the system is the interval type I, which allows us to give
a simple computational description of path types, univalence, and higher inductive
types. The interval type has two constructors (left and right) and one elimination
rule (coe). The behaviour of coe can be described as follows: given a fibration
Ax = A over I and a point a in the fibre over left, \i = coeyp— 4 a i gives us a
section of this fibration.

Path types are heterogeneous, that is we can construct paths between different
types (which are itself connected by a path). We write a =4 o’ (or simply a = a’)
for usual homogeneous paths, which are defined as Path (A = A) a o’. A path
between a and o' over Az = A is a function p : (z : I) — A such that p left & a
and p right < a’. But we still can define usual functions for path types using these
constructions.

Identity path (reflexivity) is a constant function A\i = .

idp: (x:A)—wz=z
idp = Az = path (Ni = )
Path map (congruence) is defined in terms of a function composition. If we have

a function p : I — A and a function f : A — B, then fop: I — B is a path
1
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TABLE 1. Inference and reduction rules.

between f (p left) and f (p right).
pmap: (f:A—B) = (ad :A) wa=d — fa=fd
pmap = A\f a a’ p= path (\i = f (p Q1))
It is well known that functional extensionality can be defined in terms of an
interval type.
funExt: (fg:(a:A) > Blz:=a]) > ((a:A) > fa=ga)— f=g
funExt = Af g p = path (M a = p a Q 7)
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Transporting along a path (substitution) is defined as a coercion along a path in
types:
transport : (a a' : A) — a=ad — Blz :=a] — Blz :=d]
transport = Xa a’' p b = CO€\i= Blz:=p @ ¢ b Tight
The definition of J is a little bit more complicated. First, we need to define a
function squeeze, satisfying the following rules:
squeeze : I =1 — 1
squueze left j = left
squueze Tight j = j
squueze i left = left
squueze i right = i
The idea is that for each point on the interval i : I function squeeze i : I — I
maps left to left and right to i, so it squeezes the interval. Using squeeze we can
defined a useful function psqueeze, which squeezes paths.
psqueeze : (xy: A)(p:ax=y)i: ) s x=p Qi
psqueeze = \x y p i = path (A\j = p Q squeeze i j)
Using psqueeze we can define J as follows:
J:((a:A) - Bz :=a,y:=a,p:=idpal) > (xy: A)p:x=y) > B
J=Az Y D = COE\i= Bly:=p @ i,p:=psqueeze x y p i (d 1’) nght
This definition type checks since psqueeze satisfies the following rules:

psqueeze x y p left < idp x
psqueeze x y p right < p

2.1. Cubical fillers. The theory we are describing has many similarities to the
theory of cubical sets. The reason is that we already have a 1-cube, namely the
interval type, and we can define an n-cube to be the product of intervals. We do
not have the product type yet, but we can form a context 1 : I,...x, : I, and a
term of type A in this context is simply an n-cube in A. Another reason is that
coe gives us all n-dimensional fillers for cubical horns. We will use this to define
squeeze in a similar way it is done in the appendix of [1].
Given an n-dimensional cubical horn we can always find a filler for it as follows:
fillig, 4 Q1 J1 = CO€Az —A Q1 J1
FUBEY 4 (T = apgr) (AT = ayyy) -
()‘EQ,nJrl = a’2) ()‘finJrl = a/2) ()‘fi,nJrl = al) =
)‘jnJrl = fillzfn:,&Path Azpy1=A) ant1 a’n_*_1
(AZp—1 = path (Aopi1 = ay)) (ATp—1 = path Azp1 = al,)) ...
(AT, = path (Azn1 = ag)) (AT3,, = path (Azpi1 = ay))

(
()\ji,n = path (Aept1 = a1)) j1---Jn @ Jni1
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Here, T, denotes the sequence z1 ...z, and T; ), denotes the sequence 1 ... x;—1 Tjy1 ...

The idea is that a; and a} are hyperfaces of an n-dimensional cube over A that form
a cubical horn, and fill™ gives us a filler of this horn.
In order for this to make sense, A, a;, and a; must satisfy the following rules:

T, FA T, Fai Alrgi=left] T, Fal o Alrg = right]

i,m

a;, [, = left]  a, [z, = left] a; [z, == left] < a, [y, = right]

11
ai, [, = right] < aj,[z;, = left] a; [xi, = right] & aj,[z;, := right]
In this case fill™ satisfies the following typing rule:
(o flll;\%:%A ()\fn,1 = an) ()\fn,1 = (l{n) e
(AT5,, = a2) (\T5,, = ay) (\Tq,, = a1)
2 D) = Al = 1] [ = gl

If ji is equal to left or right for some k, then fill™ on j; ...j, equals to ag[z; :=
J1) - [@n = gn] or a}lz1 = j1]...[xn = jn] respectively. So fill" indeed returns
an n-cube with given hyperfaces.

Now, we can define function squeeze which satisfies the required rules. There
rules can be stated as follows. We need to find a function squeeze : I — I — I,
which is given on borders by the following diagram:

Ai=le
left lelt left

Ajélcftl l)\jbj
left T:}’L. Tlght

We can define function sq, which satisfies three of the four rules, by filling the
following horn:

Ai=left
left el left
/\j=>leftl lhj:j

left right

sq: 1 —1—1
sq = fill; jop (A = left) (\j = 5) (Ni = left)

Now, we can construct squeeze, which satisfies all of the rules, by filling the
following horn:

left left
~ A
left —left

Voo

left —left
Ve ~N
left right

Tk -
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The inner, left, and top squares are A\i j = left, the bottom and right squares are
sq, and the filler gives us the outter square which is the required function squeeze.

squeeze : I — 1T — 1

squeeze = fill3, o 2.y (Ax1 22 = left) sq (Azy x5 = left) sq (A\xy x5 = left) right

2.2. Univalent universes. Now, we show how to add a univalent universe to the
system.

= = I'EA:Type I'z: AF B: Type
T'F Type T'E1:Type 'k (z:A)— B:Type

T'HA:Type '-f:A—B F'kp:(a:A) =g (fa)=a
'+ B: Type 'g:B— A F'kq:(b:B)—f(gb)=0> Pki: 1
T'kFiso AB fgpaqi:Type

We also add the following reduction rules:

iso AB fgpqleft=35A

iso AB fgpqright =3 B

iso AB (A =2x) (Aze=2x)idpidpi=p A
COENk=iso AB fgpqk 0 Tight =3 faif k¢ FV(AB f gpq)

Usually, univalence is stated in the form of an axiom as follows:

isContr A=% (a: A) (' : A) »a=4d)

isEquiv f = (b: B) = isContr (¥ (a: A) (f a=10))

pte: (A B:Type) > A=B — X (f: A— B) (isEquiv f)
pte = AA B p = (transport A B p,_)

univalence = (A B : Type) — isEquiv (pte A B)

Instead of _ there should be a proof that transport A B p is an equivalence, which
we omit because of its length.

We can show that univalence holds using iso. First, we construct the following
function

etp: (A B:Type) > X (f: A— B) (isEquiv f) - A=B
etp = AA B p = path (Mi = iso A B p.projy - - _ 1)

Omitted terms can be constructed using a proof of isEquiv f.

To prove that pte A B is an equivalence it is enough to show that etp A B
is its inverse. The first components of pairs pte A B (etp A B (f,e)) and (f,e)
are equal definitionally, and its second components are equal since isEquiv f is
a proposition. Finally, we need to show that for each p : A = B we have a path
etp A B (pte A B p) = p. After applying J we only need to show this for p = idp A,
but this holds definitionally.
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2.3. Data types with conditions. In this section we describe, we will describe an
extension of usual inductive data types, which allows us to define higher inductive
types. To do this, we need to describe a way of defining functions over inductive
data types. Traditionally such functions are defined either by pattern matching
or through eliminators. The former is more convenient when working inside the
theory, but the latter is easier to describe formally. Our approach combines both
of these methods.

To allow definitions of data types and functions we extend the system by intro-
ducing the notion of signature. A signature consists of declarations of data types
and functions. We need to modify our typing judgements:

e >: ' means that I' is well typed context in signature .
e ;' A means that A is a well typed type in context I and signature 3.
e X:T'F a: A means that a is a well typed term of type A in context I' and
signature X.
We omit ¥ from the notation if it is clear which signature we are using.
An inductive data type D with parameters a; : Ay, ...a, : A, is described by a
list of its constructors, and for each constructor a list of types of its arguments:

a (z1:BY) ... (zk, : By,)

cm (z1:BY") ... (%, : BL.)
We require data types to be strictly positive, which means that if D appears in
B}, then Bji. =F(Day ... ap) for some ay,...a, and some strictly positive F. A
function F' is strictly positive if it is inductively generated by the following rules:
e F(Z)=1Z
e F(Z)= Path (Mi= F(Z)) z1 22
e F(Z)=(e: E)— F(Z)
We say that a data type is simple if it doesn’t use the last rule in the description
of F. Of course, a data type definition must be well typed, which means that the
following holds:
e Yiay:Aq....an: A, .
o X, D'jxq:BY,...xj_1: B;;l F B;'- for each constructor ¢; and each 1 < j <
k;, where D’ is a data type with the same parameters as D, but without
constructors.

A function definition consists of a name of the function with its type and a body
of the function:

feo(xr Ao (xnt Ay) = B
fxy ... zp=0b

The definition is well typed if 1 : Ay,...x, : A, F b : B. We also introduce
another way of defining a function, which is writtern like this:

(@A) . (z,: Ay) = B
flaoy ...z, <b
Such definitions are well typed if the following holds:
x1: A,z Ay FD: B
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The difference between these definitions lies in the computation rules. For the
former definition we add usual computation rules:

far ... ap=pblr1:=a1]...[z, = ay]

For the latter computation rules are defined by the following inductive rule:
bz :=a1]...[xn = ay] =1 V
f/ ai ... Gnp =g v

where =; is the union of the basic reduction rules that we gave in table 1 and here
for function definitions. That is, =; makes reductions only on the top level of the
term, but not inside it. Such definitions are useful when the right hand side is a big
term, which usually performs some sort of case analysis by pattern matching, and
we want to reduce a function application only when this case analysis is satisfied.

To allow definitions by pattern matching we introduce new primitive operator
elim:

elime{cix1 ... Tpy =b1; .5 G T1 ... Tk, =bm },
where each of the = signs is either = or <, x; are variables, ¢; are constructors
of some data type, and e and b; are some terms. The set of rules inside { } is
unordered, and each constructor ¢; occurs exactly once. Reduction rules are the
following:

bilx1 == ay]...[zn = an] =4 O
elime; ar ... ap, { a1 ... T, =by; .. =Y
elime; a1 ... ap, {1 ... Tp, = bi; L F = bilrr =] [Tk = ag,]

Inference rules for elim are the following:
y:Dpy ... p, - B
I'e:Dpy ... pn
Doy AY, o ap, s Al F b Bly:=c¢i a1 ... xy,] foreach 1 <i<m

)

Fkelime{ci oz ... Ty =b1; ...; Cn @1 ... Tk, =bym }: Bly :=¢]

where ¢; (21 : A}) ... (x, : Aj,) are constructors of data type D.

To allow recursive definitions we introduce new context, which consists of recur-
sive calls to the function we are defining. Now, judgements look like thisI';p F a : A.
Here, T is the usual context, and p is the recursive calls context. A recursive func-

tion f as before is well typed if the following holds:
1Ay, Ansfoy ... 2y BED:B
We add the following inference rule, which allows us to use recursive calls:
Tit:Tty Ty, .ty Ty Ht 2 T
The first entry ¢ : T is always a recursive call to the function with the same argu-
ments, so we do not allow to use it.

We add inference rules for elim, which extends recursive calls context appropri-
ately:

I'-B Tiipi bbb Blzji=c;x1 ... xy,) foreach 1 <i<m

Iipkelimzj {cix ... g, =b15 ...; e @1 ... T, =bm }: B

where z; is a variable in context I', and contexts I'; and pj are defined as follows:
o If "= Z1 . Zh...ZS : Zs, then F; =2z . Zl,...Zj,1 : ijlvml :Aih...xk, :

7

Ay i Ziv1]zj =0¢ T1 . Thylyo 25t Lslzj i =C T1 ... Tyl
[ )
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A data type with conditions also allows us to put a condition on a constructor.
A condition on a constructor is simply a partial definition of a function with the
type of this constructor. Syntactically, this means that constructors now can be
evaluated if its arguments match one of the clauses of this partially defined function.
Also, this means that when we define a function over such a data type we need to
check that this definition respects conditions.

Semantically, ordinary data types allow to define coproducts of types, and data
types with conditions allow us to define pushouts. One of the maps in the pushout
diagram must be given by a collection of constructors of a data type, which means
it is (often can be interpreted as) a cofibration. This implies that this pushout is
allways a correct homotopy pushout.

Let us give an example. We can define integers as the data type with two
constructors:

negative : N — 7,

positive : N — Z.

The problem is that we get two different zeros: negative 0 and positive 0. Of
course, we can define —1 to be negative 0, —2 to be negative 1, and so one, but
this can easily lead to a confusion. It is better to identify the positive and the

negative zeros, that is to define Z as the pushout of 1 2 N with itself. So, we add
the following condition to the definition of Z:

negative 0 = positive 0.

Now, when we define a function f over Z, we need to check that f (negative 0) <
f (positive 0).

Using data types with conditions, we can define higher inductive types. For
example, the circle S can be defined as follows: it has two constructors

base : St

loop: T — S*
and two conditions
loop left = base

loop right = base.

After we add path types, it will be posible to describe elimination rules for such
data types, but it is more convenient to simply define functions over them.

2.4. Records with conditions. Records with conditions are dual to data types
with conditions. Ordinary records allow us to define product of types, and records
with conditions allow us to define pullbacks. A record is given by a list of fields, and
a record with conditions can additionally put conditions on some fields. A condition
on a field is a partially defined function with the type of this field. Semantically,
such a record is given by a pullback of a function (B — X) — (A — X) for some
cofibration A — B, which means that it is still fibrant.

Let us show how to define path types as a record with conditions. It will be a
record Path with three parameters A : I — Type, a : A left, and o' : A right.
We will define a “heterogeneous path type” because it seems impossible to define
useful elimination rules for higher inductive types using only homogeneous path
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types. We abbreviate Path (M = A) a a’ to a = a’. The record Path (A: 1 —
Type) (a: Aleft) (a' : A right) has one constructor

path: ((i: I) = A i) = Path (A: I — Type) (a: Aleft) (a' : A right),
one field
at:(i:I)— Ai,
and two conditions
at left=a
at right = a'.

When we define an element of a record with conditions, we need to check that
it satisfies them. And when we access fields with conitions, they might evaluate,
if arguments to it match some condition on it. For example, if p : @ = a/, then
p.at left evaluates to a, p.at right evaluates to a’, and if we want to consruct a path
of type a = a’, then we need to specify a function f : I — A such that f left < a
and f right < a'.

We can define the J rule as follows:

idp: (A:Type)(a: A) = Path (Mi= A)aa
idp A a = path(Xi = a)

J:(A:Type)(C:(xy: A) = =y — Type) —
((a:A)=>CaalidpAa)—=(ad:A)p:a=d)—=Cadp
JACdad P = CO€\i= Ca(p.ati) (path (A\j= p.at (squeezei j))) left (d CL) TZght
Now, we can prove the univalence axiom in its usual form, which states that
a certain function F' is equivalence. Function F maps path types A = B to the
type of functions A — B which are equivalences. We can construct an inverse G
to function F: given an equivalence A — B, G construct a path A = B using iso.
If f: A— B is an equivalence, then F' (G f) definitionally equals to f because of
the compuation rule for iso. If p : A = B, then we can show that there is a path
between G (F p) and p using J. Actually, we can’t use J directly because of the
size issues, but we can expand its definition, and then it works fine.

3. A MODEL OF DATA TYPES AND RECORDS WITH CONDITIONS

In this section, we will show how to interpret data types and records with con-
ditions in simplicial sets.

3.1. Data types with conditions. Each constructor of a data type gives us an
accessible functor C; : sSet — sSet.

3.2. Records with conditions.
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